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Introduction

● Space is not as well 
understood as it should be

● There’s too much to 
process out there

● New technologies will bring 
in a lot of data about space



Motivation

● Galaxies are popular topics of 
study

● There are a lot of galaxies to 
study

● How accurately can a 
computer sort galaxies?



Background

● Kaggle created a 
competition about 
sorting galaxies with ML

● We tried a different 
approach with a neural 
network rather than 
Boosted Decision Trees



Dataset (Noah)

● Kaggle Galaxy Zoo Challenge
● 61,578 training; 79,975 test images
● Each image is 424 by 424 pixels
● 37 galaxy classifiers

○ eg. smooth, has features, is a star, etc.
○ Each class is a prob from 0.0 to 1.0

● Original set classified by volunteers
● Goal is to match classifications





Methods (Zice)

● VGG6 (Visual 
Geometry Group)

● Binary Cross Entropy
● Adam



The Model

● 2 convolutional layers of 16 filters and a kernel size of 3x3
● Max pooling layer with a pool size of 2x2
● Dropout layer with a rate of 0.25
● 2 convolutional layers of 32 filters and a kernel size of 3x3
● Max pooling layer with a pool size of 4x4
● Dropout layer with a rate of 0.25
● Flatten layer which flattens the input into a one-dimensional vector
● Dense layer with 256 units
● Dropout layer with a rate of 0.5
● Output dense layer with 37 units, one for each class, with sigmoid activation



Evaluation Criteria

● Root Mean Squared Error
● Compare against submissions to the Galaxy Zoo - The Galaxy Challenge



Results (Evelyn)

We will evaluate our model using 3 metrics:

● Root Mean Square Error
● Accuracy
● Area under ROC Curve

The first two metrics will be calculated using the outputs of our model when 
training was complete.

The third metric will use test data that the model has not seen before



RMSE

● On the Leaderboards for the 
Galaxy Challenge, the top 
performing models had a RMSE 
of around 0.075 (when 
performed on 75% of test data)

● Our model had an RMSE of about 
0.17493 (on our training data)

● This would put us at about 308th 
place on the leaderboards



Accuracy

● After training, the model 
produced an accuracy of 
about 60% on our training 
data

● Slightly better than guessing, 
but not that great at 
predicting the labels



ROC Curve 

● First, our model was used to predict 
the labels for test data

● Then each label in the test data was 
reassigned to be 1 if > 0.5 and 0 if < 
0.5

● An ROC Curve was generated for all 
37 labels, with the AUC displayed

● Therefore, each ROC Curve is 
determining how well our model is 
able to determine whether the 
majority of people identified a galaxy 
of belonging to a certain category



ROC Cont.

● 19 of the categories 
had an AUC of over 70%

● 7 had an AUC in the 
60-69% range

● 3 had an AUC in the 
50-59% range (not 
much better than 
randomly guessing the 
labels)

● Some produced weird 
results (AUC of 1, NaN, 
AUC < 50%)



ROC Cont



To Simplify…

● The Model is slightly better than randomly guessing, and even does really 
well in predicting particular categories that a galaxy image would fall into

● However, it is not as accurate as one would hope, and there are significantly 
better models that yield better results



Conclusion

Summary:

● Tasked with classification of 79,975 
424x424 images of galaxies
○ 61,578 training images, 37 classes

● Used VGG6 algorithm for its good 
balance of performance and 
computational intensity

● Model had ~60% accuracy rating
○ Not great, but not terrible

● Several technical limitations limited our 
ability to improve the accuracy of our 
neural network



Limitations

● DataHub
○ Very unstable: kernel constantly dying, 

server timeouts, sometimes wouldn’t even 
load at all

○ Greatly impacted our ability to effectively 
create and test code

● Hardware
○ Very RAM + GPU intensive: was only able 

to train model with ~10,000 images 
(~16% of training dataset) before GPU 
(RTX 3080 Ti) ran out of VRAM
■ Limited to simpler algorithms such 

as VGG6 (larger algorithms would 
not even train)



Potential Improvements/Modifications

● More image preprocessing
○ Image cropping: while images were 424x424, 

most galaxies were concentrated in the center 
~150-200 squared pixels

● Custom model to optimize for accuracy 
vs computational complexity
○ Don’t have dedicated AI computers with 

multiple GPUs - have to make as efficient as 
possible!

● Model compression: only ~15 classes 
made up vast majority of galaxies!

● Training model on more powerful 
hardware (esp. more RAM, better GPU)

4x fewer 
pixels!

Image credit: https://jayspeidell.github.io/

https://jayspeidell.github.io/


Thank You!
Travis Beebe - Project proposal, project report

Evelyn Kimbirk - Metrics, debugging, and optimization

Michael Hench - Neural network creation, debugging, and optimization

Noah Hood - Analyzation techniques, data processing

Zice Zhao - Setup, project report

GitHub: https://github.com/blackcomb-dev/phys139-239-final-proj


