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• Distribution function 
 

 

 

• We found 

   

f = {F(−E)7/2 if E < 0
0 if E ≥ 0

ρ(r) =
3M

4πa3 (1 +
r2

a2 )
−5/2

Φ(r) = −
GM

r2 + a2

Recap: Plummer Model
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• W also found  where 
 

 

• Quiz 2: Solve this integral that  using 
 

 and 

ρ = cp(−Φ)5

cp = 27/2πF∫
π/2

0
dθ sin θ cos2 θ (1 − cos2 θ)7/2

cp = 25/2π2F
7!!

10!!

sin2 θ + cos2 θ = 1 ∫
π/2

0
sin2m θdθ =

π
2

(2m − 1)!!
(2m)!!

Quiz 2
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• The Plummer sphere is a steady-state solution

Steady-state solution
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Credit: https://portfolium.com/
entry/plummer-collapse

https://portfolium.com/entry/plummer-collapse
https://portfolium.com/entry/plummer-collapse
https://portfolium.com/entry/plummer-collapse


• Note if change the initial conditions, you can simulate other behaviors 
(e.g. collapse!)

Collapse
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Credit: https://portfolium.com/
entry/plummer-collapse

https://portfolium.com/entry/plummer-collapse
https://portfolium.com/entry/plummer-collapse
https://portfolium.com/entry/plummer-collapse


Family of solutions
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7.4. AXISYMMETRIC POTENTIALS 49

A singular isothermal sphere with density profile #(r) = #0(r/r0)−2 has the potential

"(r) = 4$G#0r
2
0 ln(r/r0) . (7.11)

The circular velocity vc =
√
4$G#0r

2
0 is constant with radius. This potential is often used to approx-

imate the potentials of galaxies with flat rotation curves, but some outer cut-off must be imposed to

obtain a finite total mass.

7.3.2 Potential-Density Pairs

Pairs of functions related by Poisson’s equation provide convenient building-blocks for galaxy mod-

els. Three such functions often used in the literature are listed here; all describemodels characterized

by a total mass M and a length scale a:

Name #(r) "(r)

Plummer
3M

4$a3

(
1+

r2

a2

)−5/2 −GM√
r2+a2

Hernquist
M

2$

a

r(r+a)3
−GM
r+a

Jaffe
M

4$

a

r2(r+a)2
GM

a
ln

(
a

r+a

)

Gamma
(3− &)M
4$a3

a4

r& (r+a)4−&
GM

a

{
1

&−2

[
1−

(
r

r+a
)2−&]

, & #= 2

ln
(

r
r+a

)
, & = 2

The Plummer (1911) density profile has a finite-density core and falls off as r −5 at large radii; this

is a steeper fall-off than is generally seen in galaxies. Hernquist (1990) and Jaffe (1983) models, on

the other hand, both decline like r−4 at large radii; this power law has a sound theoretical basis in the

mechanics of violent relaxation. The Hernquist model has a gentle power-law cusp at small radii,

while the Jaffe model has a steeper cusp. Gamma models (Dehnen 1993; Tremaine et al. 1994)

include both Hernquist (& = 1) and Jaffe (& = 2) models as special cases; the best approximation to

the de Vaucouleurs profile has & = 3/2.

7.4 Axisymmetric Potentials

If the mass distribution is a function of two variables, cylindrical radius R and height z, the problem

of calculating the potential becomes a good deal harder. A general expression exists for infinitely

thin disks, but only special cases are known for systems with finite thickness.

7.4.1 Thin disks

An axisymmetric disk is described by a surface mass density '(R). Potential-surface density expres-
sions for several important cases are collected here:

Name '(R) "(R,z)

Kuzmin
aM

2$(R2+a2)3/2
−GM√

R2+(a+ |z|)2

Toomre

(
d

da2

)n−1
'Kuzmin

(
d

da2

)n−1
"Kuzmin

Bessel
k

2$G
J0(kR) exp(−k|z|)J0(kR)



• For a system in equilibrium 


• Because , we have  


• For an -body system of total mass  and total energy  (meaning it’s 
gravitationally bound), we can define characteristic virial velocity  and 
length scales  by assuming the  
 

 

• These give  and 

2⟨K⟩ + ⟨U⟩ = 0
E = K + U ⟨K⟩ = − E, ⟨U⟩ = 2E

N M E < 0
Vvir

Rvir

1
2

MV2
vir = ⟨K⟩

GM2

Rvir
= ⟨U⟩

Vvir = 2 |E | /M Rvir = GM2/(2E)

Recap: Virial theorem 
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“Hypervirial” Models
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• Hypervirial models [arXiv:astro-ph/0501091] are models that obey the virial 
theorem at each and every point!


• Distribution functions 


• Plummer model ( ) is one example
f ∝ Lp−2E(3p+1)/2

p = 2

https://arxiv.org/pdf/astro-ph/0501091.pdf


How to initialize a Plummer sphere?
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• Monte Carlo method!
A tour to Monte Carlo

. . . because Einstein was wrong: God does throw dice!
Quantum mechanics: amplitudes =) probabilities
Anything that possibly can happen, will! (but more or less often)

Event generators: trace evolution of event structure.
Random numbers ⇡ quantum mechanical choices.

Torbjörn Sjöstrand Intro to Particle Physics 2 slide 8/49



Spatial Methods

Assume function f(x),
studied range xmin < x < xmax,
where f(x) ≥ 0 everywhere
(in practice x is multidimensional)

x

y

xmin xmax
0

f(x)

Two standard tasks:
1) Calculate (approximatively)

∫ xmax

xmin

f(x′) dx′

usually: integrated cross section from differential one
2) Select x at random according to f(x)
usually: probability distribution from quantum mechanics,
normalization to unit area implicit

Note n-dimensional integration ≡ n + 1-dimensional volume:
∫

f(x1, . . . , xn) dx1 . . .dxn ≡
∫ ∫ f(x1,...,xn)

0
1 dx1 . . .dxn dxn+1

Monte Carlo Methods
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Monte Carlo Methods
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Selection of x according to f(x)

is equivalent to uniform selection of (x, y) in the area
xmin < x < xmax, 0 < y < f(x)

since P(x) ∝
∫ f(x)
0 1 dy = f(x)

Therefore
∫ x

xmin

f(x′) dx′ = R
∫ xmax

xmin

f(x′) dx′

x

y

xmin xmax
0

x

f(x)

Method 1: Analytical solution
If know primitive function F(x) and know inverse F−1(y) then

F(x) − F(xmin) = R (F(xmax) − F(xmin)) = R Atot

=⇒ x = F−1(F(xmin) + R Atot)

Proof:
introduce z = F(xmin) + R Atot. Then

dP
dx

=
dP
dR

dR

dx
= 1

1
dx
dR

=
1

dx
dz

dz
dR

=
1

dF−1(z)
dz

dz
dR

=
dF (x)

dx
dz
dR

=
f(x)

Atot



Monte Carlo Methods
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Selection of x according to f(x)

is equivalent to uniform selection of (x, y) in the area
xmin < x < xmax, 0 < y < f(x)

since P(x) ∝
∫ f(x)
0 1 dy = f(x)

Therefore
∫ x

xmin

f(x′) dx′ = R
∫ xmax

xmin

f(x′) dx′

x

y

xmin xmax
0

x

f(x)

Method 1: Analytical solution
If know primitive function F(x) and know inverse F−1(y) then

F(x) − F(xmin) = R (F(xmax) − F(xmin)) = R Atot

=⇒ x = F−1(F(xmin) + R Atot)

Proof:
introduce z = F(xmin) + R Atot. Then

dP
dx

=
dP
dR

dR

dx
= 1

1
dx
dR

=
1

dx
dz

dz
dR

=
1

dF−1(z)
dz

dz
dR

=
dF (x)

dx
dz
dR

=
f(x)

Atot



Monte Carlo Methods
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Example 1:
f(x) = 2x, 0 < x < 1, =⇒ F(x) = x2

F(x) − F(0) = R (F(1) − F(0)) =⇒ x2 = R =⇒ x =
√

R

Example 2:
f(x) = e−x, x > 0, F(x) = 1 − e−x

1 − e−x = R =⇒ e−x = 1 − R = R =⇒ x = − lnR

Method 2: Hit-and-miss
If f(x) ≤ fmax in xmin < x < xmax

use interpretation as an area
1) select x = xmin + R (xmax − xmin)

2) select y = R fmax (new R!)
3) while y > f(x) cycle to 1) x

y

xmin xmaxx
0

fmax

y1

y2

f(x)

accepted

rejected

Integral as by-product:

I =
∫ xmax

xmin

f(x) dx = fmax (xmax − xmin)
Nacc

Ntry
= Atot

Nacc

Ntry

Binomial distribution with p = Nacc/Ntry and q = Nfail/Ntry, so error

δI

I
=

Atot

√

p q/Ntry

Atot p
=

√

q

p Ntry
=

√

q

Nacc
−→

1√
Nacc

for p & 1



• Take units where , , and  for convenience


• Consider  equal mass stars 


• We can find out what the mass  within a sphere of radius  is in the 
Plummer model 
 

    

• How do we generate points according to this 
distribution?

G = 1 a = 1 M = 1
N m = 1/N

M(r) r

M(r) = ∫
r

0
4πr′ 2dr′ ρ(r′ ) =

r3

(r2 + 12)3/2

Generate a Plummer sphere with MC
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• Assume we have a way to get random numbers 


• Simply generate  then equate  to solve 
 

X ∈ [0,1]
X1 M(r) = X1

r = (X−2/3
1 − 1)−1/2

Generate a Plummer sphere with MC
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• Next, we need to find the actual position  
should be selected on the sphere of radius 


• Careful! Can’t just uniformly sample  and  
 because  

but we can uniformly sample 

• See: https://mathworld.wolfram.com/

SpherePointPicking.html


• Two random numbers  and  
can be interpreted as angles 
 

,    
 

(x, y, z)
r

θ ∈ [0,π]
ϕ ∈ [0,2π] dΩ = sin θdϕdθ = dϕd(cos θ)

cos θ ∈ [−1,1]

X2 = cos θ X3 = ϕ/(2π)

z = (1 − 2X2)r x = (r2 − z2)1/2cos(2πX3)

y = (r2 − z2)1/2sin(2πX3)

Generate a Plummer sphere with MC
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https://mathworld.wolfram.com/SpherePointPicking.html
https://mathworld.wolfram.com/SpherePointPicking.html
https://mathworld.wolfram.com/SpherePointPicking.html


• Maximum value of  at distance  is the escape 
velocity 
 




• Writing , the probability distribution is 
given by 
 




• Now this is hard to analytically integrate, so let’s 
use hit-and-miss! Note  and 




• Two random numbers  and 


• If , hit! Keep 

• Else, miss! Generate again

v r

ve = −2Φ = 21/2(1 + r2)−1/4

q = v/ve

∫ d3rf(r, v) ∝ g(q) = q2(1 − q2)7/2

q ∈ [0,1]
g(q) ∈ [0,0.1]

X4 X5

0.1X5 < g(X4) q = X4

Generate velocities
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Lecture and Lab note on 
Plummer’s model

Virial Theorem?

Instructions to construct the phase space 
distribution are given in the Appendix
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