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Path integral
We’ve studied the path integral to evaluate the propagator, which represents 
the probability amplitude of a particle at spacetime point  reaching 
spacetime point 





where  is the classical Lagrangian,  denotes 
the integral over all spacetime paths between  and 
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Imaginary-time path integral
An alternative formulation uses imaginary time, where  is replaced by 





where  is the “Euclidean Lagrangian”


Just as for real times, the path integral is over all paths between  and 
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Connection to quantum stat. mech.
If we set  and integrate over  (i.e. take the trace), , and 

 where , we get partition function





which alternatively can be calculated from the Boltzmann distribution


xb = xa = x x(τ) τa = 0
τb = ℏβ β = 1/(kBT)
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Calculating the ground state
Note, as we approach , i.e. , 


 (i.e. only the first eigenvalue dominates the sum)


and





So if we run with a long enough , our probability distribution should converge to 
the ground state.


We can use the path integral (with imaginary time) to directly calculate the ground 
state!

T → 0 τb = ℏβ → ∞

Z =
∞

∑
n=0

e−βEn ∼ e−βE0
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Imaginary-time path
Discretize “time” with  increments, , and 


Each vector  in -dimensional space represents an imaginary-
time path


The probability density over this -dimensional space is 


N τa = 0 τb = Nη
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N
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Z ( 2πℏη
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Calculating the ground state
S. Mittal et al., “Path integral Monte Carlo 
method for the quantum anharmonic 
oscillator”, Eur. J. Phys. 41 055401 (2020)


A discrete imaginary time path  histogram of  
the probability density by summing up the 
number of times a particle is in a bin

⇒
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Figure 1. A discrete imaginary-time path between (0, 0) and (0, 5). The histogram
indicates the number of times the particle crosses the corresponding spatial region.

positions x − 1
2∆x and x + 1

2∆x at any time t′ in a real-time interval [0, t] is given by the
time-average

P(x) =
1
t

∫ t

0
dt′

∫ x+ 1
2∆x

x− 1
2∆x

dx′
〈xf, t|x′, t′〉〈x′, t′|xi, 0〉

〈xf, t|xi, 0〉 , (25)

The numerator in the integrand counts the paths that begin at (xi, 0), end at (xf , t), and pass
through (x′, t′) for 0 ! t′ ! t. The propagator in the denominator counts all paths between
(xi, 0) and (xf , t).

If ∆x is assumed to be small enough so that the integral over x can be evaluated by keeping
terms only to !rst order in ∆x, we obtain

P(x) =
∆x

t〈xf, t|xi, 0〉

∫ t

0
dt′〈xf, t|x, t′〉〈x, t′|xi, 0〉. (26)

The propagators are now written in terms of the eigenfunctions of Ĥ by using the completeness
relation (11):

〈x′, t′|x, t〉 = 〈x′|e−iĤ(t′−t)/!|x〉 =
∞∑

n=0

e−iEn(t′−t)/!ψ∗
n(x′)ψn(x). (27)

By using this expression for each propagator in equation (26) and continuing to imaginary
time τ = !β, the long-imaginary-time/low-temperature limit yields the probability density of
the ground state:

P(x) = |ψ0(x)|2∆x. (28)

Figure 1 provides a schematic illustration of how the wave function is calculated by assigning
a path along a time lattice to spatial bins with width ∆x.
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Markov chain Monte Carlo method
Markov chain Monte Carlo simulations are carried out in discrete “time” with  
increments, , and 


N
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MCMC steps
Begin with an initial path, which may be an array of random numbers (‘hot’ start) 
or zeros (‘cold’ start).


Update the path by applying Metropolis-Hastings algorithm to each element  
of the path in random order (called a ‘sweep’)


(a) Generate a uniform random number 


(b) Propose the new value  of the path element and calculate the 
resulting change  in the action.


If , accept the new path element.


If , accept with probability 

xi

u ∈ [−h, h]

x′￼i = xi + u
ΔS

ΔS ≤ 0

ΔS > 0 exp(−ΔS/ℏ)

99



MCMC considerations
One sweep produces the next path from the previous one


Each path is determined only by the immediately preceding path, so the 
complete sequence of paths forms a Markov chain, but the paths are correlated


The initial path ‘thermalizes’, that is, attains equilibrium after  sweeps


To counteract the inherent autocorrelation in a Markov chain, a number  of 
paths between successive paths used for measurements (i.e. representative of 
the equilibrium distribution) can be discarded


Ntherm

Nsep
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Equilibration and burn in

1111

R. Rodgers and L. Raes, “Monte 
Carlo simulations of harmonic 
and anharmonic oscillators in 
discrete Euclidean time”, DESY 
Summer Student Programme 
(2014)


Can use  or equivalently 
 to measure equilibration 

and burn in necessary 
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Probability dependence on ϵ
S. Mittal et al., “Path integral 
Monte Carlo method for the 
quantum anharmonic oscillator”, 
Eur. J. Phys. 41 055401 (2020)


Better probability approximation 
to the ground state for smaller 
time step (  vs. ) ϵ = 0.1 ϵ = 1
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Figure 5. The probability densities |ψ0(x)|2 of the ground-state wave functions for the
harmonic oscillator (a), (b) and the strong quartic limit (c), (d) in the Schrödinger
equation with Hamiltonian (32) for δτ = 1 (b), (d) and δτ = 0.1 (a), (c). The his-
tograms were obtained according to the procedure shown in !gure 1, with 200 paths
(every 100th from a chain of 20 000) used for determining the probability density. The
red curves superimposed on these histograms are numerical solutions to Schrödinger’s
equations with the corresponding Hamiltonians (32) obtained by using the bvp4c solver
of MATLAB (reference [44, 45]).4

Figure 5 shows the (normalized) probability densities |ψ0(x)|2 of the wave functions for the
ground state of the Hamiltonian (32) with λ̃ = 0, which is the harmonic oscillator, and with
λ̃ = 103, in which the quartic term dominates. The numerical integration of the correspond-
ing Schrödinger equations4 is shown for comparison. Perhaps the most striking aspect of this
!gure is the enhanced localization of the wave function for λ̃ = 103 compared with that for
the harmonic oscillator (λ̃ = 0). This is to be expected from the narrowing of the potential
with increasing λ̃ (!gure 1). Moreover, the rate of convergence to the continuum limit is con-
siderably slower for the large quartic term. The errors for δτ = 1 are small for the harmonic
oscillator, but are substantial for the large quartic potential, with small discrepancies remaining
in the tail of the distribution even for δτ = 0.1.

5.2. Ground-state energy

The energies of anharmonic oscillators were expressed as correlation functions in section 2.3.
The MCMC method necessitates evaluating discrete approximations to these quantities, which
are then used to estimate the energies at decreasing lattice spacing δτ . The results with the
simulation parameters in table 1 are shown in !gure 6 for λ̃ = 0, 1, 50, and 103. Also shown
are the exact results [24, 30] for the harmonic oscillator (!gure 6(a)) and spline !ts4 to the data
points for the anharmonic systems (!gures 6(b)–(d)). The spline !ts were used to estimate the
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Energy dependence on ϵ
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Figure 6. Calculation of the ground-state energy of the anharmonic oscillator with quar-
tic couplings (a) λ̃ = 0, (b) λ̃ = 1, (c) λ̃ = 50, and (d) λ̃ = 103. The !lled circles repre-
sent values calculated from the MCMC method. In (a), the solid line is the exact result
calculated in reference [24, 30], while in (b)–(d), the broken curve is a (not-a-knot) cubic
spline !t carried out on linear axes. The logarithmic axis for δτ is for presentation pur-
poses only. Where error bars are not indicated, the errors are of the same size or smaller
than the symbol.

Table 2. Ground-state energy of the anharmonic oscillator for the indicated values of λ̃.
The column labelled MCMC is the data point in !gure 6 with the !nest discretization,
spline is the value obtained by extrapolating the spline curve, SE is the energy obtained
by the numerical integration of Schrödinger’s equation, and the last column contains the
energies calculated by the method in [17] for λ̃ > 0.

λ̃ MCMC Spline SE Ref. [17]

0 0.496 0.501 1
2 —

1 0.795 0.801 0.8038 0.8038
50 2.488 2.511 2.4998 2.4997
103 6.634 6.702 6.6941 6.6942

ground-state energies in the continuum limit on linear axes; the logarithmic axis for δτ is used
in !gure 6 for presentation purposes only.

The ground-state energies for the systems shown in !gure 6 have been calculated by several
methods, with the results compiled in table 2. The energies in the column labelled MCMC
are obtained from the !nest discretization in !gure 6, while the column spline labels the ener-
gies extrapolated from the spline !ts to the calculated data points. These two columns are the
results obtained from the path integral method, either directly (MCMC) or inferred (spline).
The remaining two columns contain essentially exact numerical results, obtained by the numer-
ical integration of Schrödinger’s equation4, and from the method of Hioe and Montroll [17],
who used the Bargmann representation to develop rapidly converging algorithms for the energy
levels of oscillators as a function of the anharmonic coupling constant.

The ground-state energy obtained from the extrapolation of the spline are within a few tenths
of a per cent of the exact results. In contrast, the energies obtained from the path integral with
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Better energy approximation to 
the ground state for smaller time 
step (  vs. ) ϵ = 0.1 ϵ = 1
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Acceptance rate vs. hit size h
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S. Mittal et al., “Path integral 
Monte Carlo method for the 
quantum anharmonic oscillator”, 
Eur. J. Phys. 41 055401 (2020)


Acceptance rate depends on hit 
size

Eur. J. Phys. 41 (2020) 055401 S Mittal et al

Figure 2. The potential v(x; λ) = 1
2 x̃2 + λ̃x̃4 for λ̃ = 0, which is the potential for the

harmonic oscillator (blue shading), and λ̃ = 103, which corresponds to the strong quartic
limit (blue shading). The quartic potential localizes the wave functions of the oscillators,
which causes the corresponding energy eigenvalues to increase.

Figure 3. Acceptance rate versus the hit size h for the quantum anharmonic oscillator
with quartic coupling constant (a) λ̃ = 1 and (b) λ̃ = 1000 for the indicated discretiza-
tions. The target of 50%–60% acceptance rate is indicated by shading. The curves are
spline !ts to the data.

successive paths used for measurements (i.e. representative of the equilibrium distribution)
must be discarded. A detailed description of this process is provided in reference [32].

4. Parameters for MCMC simulations

For all calculations reported here, m̃ = ω̃ = δτ and Nτ δτ = 250 in equation (32). Calculations
have been performed for λ̃ = 0, 1, 50 and 103, which range from the harmonic oscillator to
the strong quartic limit (!gure 2). Such a large variation of λ̃ affects not just the quantum
mechanical behavior of the oscillator, but also several parameters used in the MCMC method:
the hit size h needed to achieve an acceptance rate of 50%–60%, and the number Nsep of paths
that must be discarded between successive paths used for calculations. The coupling constant
also affects the convergence to the continuum limit of the probability density of the ground
state and the energy levels.
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Autocorrelation function
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R. Rodgers and L. Raes, “Monte 
Carlo simulations of harmonic 
and anharmonic oscillators in 
discrete Euclidean time”, DESY 
Summer Student Programme 
(2014)


Measure autocorrelation function





Finds , but it depends 
on , etc.

ρf(t) =
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⟨( fi − f̄ )2⟩
∼ exp(−t/τf)
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Autocorrelation time vs. hit size
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R. Rodgers and L. Raes, “Monte 
Carlo simulations of harmonic 
and anharmonic oscillators in 
discrete Euclidean time”, DESY 
Summer Student Programme 
(2014)


Autocorrelation time  and 
acceptance rate both depend 
on hit size 
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